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Data & methods

Figure 1: Figure S1. Flowchart presenting methodology of the study.

Dataset is based on the Semantic Scholar Open Research Corpus [S2ORC, release from August 2024;
Lo et al. (2020)]. For identifying scientific fields, journal lists from Scimago Journal Ranking (2023
edition) were used for each discipline. For text processing, Python and the package spaCy (Honni-
bal and Montani 2017) were used. For sentence embedding, the SentenceTransformers package with
pretrained multi-qa-MiniLM-L6-cos-v1 model (Reimers and Gurevych 2019). For semantic search, a
Milvus database (Wang et al. 2021) using the sentence embeddings was created and queried. For each
dataset and definition (“adaptationist” or “semantic”) 10,000 semantically closest sentences were identi-
fied. For each sentence, using the metadata in S2ORC, I have found the corresponding paragraph. If no
paragraphs could be found (not all articles in S2ORC have paragraph annotations), 5 preceding and 5
following sentences were used as an approximation. The resulting corpus of 59,100 paragraphs was vector-
ized and embedded using the SentenceTransformers package with pretrained all-MiniLM-L6-v2 model.
Paragraph vectors were used to trained a BERTopic model (Grootendorst 2022). The topic representa-
tion was fine-tuned by removing most frequent [based on a stop word list provided with the scikit-learn
Python package; Pedregosa et al. (2011)] and least frequent terms, and selecting only nouns, adjectives,
or noun and adjective pairs. No topic reduction was performed resulting in automatic detection of 163
topics. Outliers (documents not classified to any topic) were removed using the appropriate BERTopic
function, by classifying them acccording to the most frequent topic within the document. The model was
evaluated using standard coherence scores, 𝐶𝑣 = 0.677157502559966 and 𝑈𝑚𝑎𝑠𝑠 = −3.175586425117176
(Mimno et al. 2011). The topic distributions within disciplines were analyzed using methodology pro-
posed by (Lawley et al. 2023), using MANOVA [from the Statsmodels package; Seabold and Perktold
(2010); isometric log-ratio transformation using the Scikit-bio package] to test if topic distributions are
identical between groups and 𝜂2 to evaluate effect size. For the purpose of topic distribution analysis,
only topic distributions for paragraphs from articles that have unambiguous disciplinary membership
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Table 1: Table S1. 𝑁 = 10 most distinctive topics for each pair (by Cohen’s 𝑑). Mi-Ne - Microbiology vs.
Molecular Neuroscience, Mi-Mo - Microbiology vs. Molecular Biology, Ne-Mo - Molecular Neuroscience
vs. Molecular Biology

Mi-Ne Mi-Mo Ne-Mo
2 : 0.163487 2 : 0.152754 139 0.195651
12: 0.144260 139: 0.146577 0 0.136896
0 : 0.143777 77: 0.075825 12 0.129947
82: 0.103929 23: 0.073181 82 0.101314
71: 0.086895 122 : 0.072909 14 0.091880
91: 0.082464 32: 0.071220 77 0.082301
15: 0.081965 46: 0.069545 10 0.077460
65: 0.078874 93: 0.062745 41 0.075498
14: 0.078318 9 : 0.062039 80 0.072106
23: 0.078028 75: 0.061762 127 0.070788

Table 2: Table S2. 𝑁 = 10 least distinctive topics for each pair (by Cohen’s 𝑑). Mi-Ne - Microbiology vs.
Molecular Neuroscience, Mi-Mo - Microbiology vs. Molecular Biology, Ne-Mo - Molecular Neuroscience
vs. Molecular Biology

Mi-Ne Mi-Mo Ne-Mo
57: 0.000060 106: 0.000035 74: 0.000185
27: 0.000068 51: 0.000036 8 : 0.000255
31: 0.000112 160: 0.000162 78: 0.000266
75: 0.000370 132: 0.000166 137: 0.000418
42: 0.000374 37: 0.000528 162: 0.000515
70: 0.000387 136: 0.000667 145: 0.000900
67: 0.000526 24: 0.001239 33: 0.001109
49: 0.000623 42: 0.001278 102: 0.001496
25: 0.000663 82: 0.001434 124: 0.001500
145: 0.000903 88: 0.001575 42: 0.001652

were used.

Results
The topic distributions are significantly different between disciplines, 𝐹(162, 59099) = 113.2853, but the
effect is not large with 𝜂2 = 0.08620111678651099.

For establishing which topics are most differentiating between pairs of disciplines, I have calculated
Cohen’s 𝑑 for the probability of each topic. The results are in Tables S1 and S2. The effect sizes are
quite small, with highest Cohen’s 𝑑 ≈ 0.20, which corresponds to the weak effect size for the differences
between disciplines. As visualized in Figure S2, this is likely due to the fact that large number of topics
results in a low average probability for each individual topic. However, no further topic reduction was
performed as the topics generated by BERTopic offer good interpretability at this level of granularity,
compared to tested topic reductions.
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